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What you will walk away today

RON saves power DCO vs Transponders

Use Cases: DCI, Metro, SP Core, 5G

Specialists available to assist

CKN Offers:

« 400G RON Assessment
* 400G Bright ZR+ Friends & Family Promo
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Data explosion

By 2025,
Consumption of Data will grow
50% per each year!

Creation of Data will grow
61% to 175 zettabytes!

Over the last 2 years,
90% of the world’s data was generated.
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Opportunity: Double digit Growth
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Migration from 1 to 10 to 100 to 400G networks implementing Routing Over Optical

Migration from Traditional MPLS to Segment Routing MPLS

Opportunity

Migration from Optical Network to Routed Optical Network
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Shifts in Economics and Technologies

Optics and Routing

Routing Scale Evolution

B Traffic Demand
NPU Capacity

Time

Router capacity outpaces
projected traffic demand
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Chassis-based solutions

replaced by pluggable optics for
short- to medium-distance applications

/

Bl Platform Hardware
B Pluggable Optics

Total Cost (Y%oBoM)

[
»

10G 100G 400G

Optics costbecomes greater part
of the cost




Routed Optical Networking-Key Enablers
Putting it all together

Shipped

100,000
4002R/ZR+
leaa
E . A o, A
Massively scalable Transponder > pluggable Manageability of Opler;DVtVDM. : éi {; I;rXCa :sa;)vmgs ot
silicon With ZR/ZR+ optics IP+Optical: eI APEX: Higher waveleng
(Common Form Factor) Industry standardization standardization utilization
& interop & interop « OPEX: Less power/space

= .
>250Tbps A00GE ZR/ZR+ = Simple DWDM Modern — — NewN K
+ + P + Software & = ew Networ

Line System Paradigm
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Control Plane



Removing Complexity

Fiber Jumper

RSN ROADM
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Removing Complexity

Short Range .
W Optic i

Transponder

Fiber Jumper

&#"  ZR/ZR+ Optic

Transponder (385 Watts) ZR Optic (20 Watts)

Fiber Jumper

RSN ROADM
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Toward a Routed Optical Networking Future

Lower TCO with highest Fewer platforms: easier to
Traditional Layers in IP Transport Networks fiber utilization manage, more secure

Converged IP Transport (Routing and Optical)
IP Routing

Automation

Interconnects
(OTN layer)
IP Routing + Interconnects + Optical (ROADMS)
Optical
Transport
(ROADMS)
Transponder _ . L
Reducing space and power Intermediate success: alien
- requirements Waveleﬂgth Support

@ CapEx @ OpEx TCO @ Power savings
. . . . 46% _

Savings Savings Savings*® vs. transponders

]
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Routed Optical Networking

End-to-end solution and applications

P— ~ CrossworkAutomation/CX

End-to-End Cisco EPN-M Unified Planning Tool NetFusion
Network Layer Unified FM  Unified PM TaficDemand  What-it @ sedona
TeChl’\O\Og\/ Optical Network Controller 0Cvu:a\.ﬂ.u'l. Network Controller
Layer O-PCE PCE
Smart Mobile
City /10T Services SNMP, BGP-LS, PCEP, CLI, NetConf/YANG, Ne(flow

AR/VR/ !
Gaming
DSL/PON
Q WMaalie - 1
" Qsco p
Ent/Public Sector ‘ = il
Applications e SISO anind
Ethernet ) 2 a
Residential
Connectivity
Collaboration
Services
Business
' Connectivity
Security Access Aggregation Edge Core
Services
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Broadest 400G MSA Pluggables Portfolio

Leading 400G pluggable deployments
(>70% share--150k+ ports shipped)

Long history of coherent pluggable

technology leadership
Drove coherent standardization efforts

OpenZR+ Bright 4OOZR+ Coherent BIDi

4OOZR W|F $IEEE ZR+ _'EE. RUADM lT,u Cablelabs

Network Edge Service Provider MetroIRegionaI

Client i Line Lin
400GbE S T 400ZR

DCI Edge and Reglonal
Line

Client

Client 7
00/200/300/400G§

Ly

. 100/200/300/400G

S 100/200/300G/ -
102:)200(;0:; = L\‘\% 400G GbE, OTL, FOIC / Open ROADM
o S ,.x\; 3 !
Simplified functionality, edge-optimized FEC Simplified functionality w/ high-performance oFEC Client mapping and high-performance oFEC

ol l 1l l b
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Bright 400G ZR+ QSFP-DD Module for ROADM Networks

Applications:

« Seamless deployment in ROADM line systems
(e.qg., architectures w/ colorless multiplexing)

« Brownfield & Greenfield
« Transponder alternative

Key Features:
» 400G ZR+ QSFP-DD pluggable with up to

+1dBm TX Power

Includes integrated TX EDFA
Includes new PIC with integrated TOF
High TX power in all operating modes

Enhances by about 12dB the un-amplified reach respect ZR+
Increased OSNR performances

Cisco © 2023 Cisco and/or its affiliates. All rights reserv: ed
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Cisco 400G Router Portfolio

NCS 540
 Shipping

NCS 5700 ASR 9000

Shipping

N
N540-24Q8L2DD-SYS Jericho 2 Cisco Silicon One Cisco Light Speed Plus
NC57-24DD 8201 A9K-20HG-FLEX-SE/TER
(24x400GE LC) (24x 400GE + 12x 100GE) (5x 400GE + 15x 100G)
NC57-18DD-SE 8202 A9K-8HG-FLEX-SE/TR
(18x400GE LC) (12x 400GE + 60x 100GE)
NCS-57C3-MOD

(2x 400GE + 6x 100GE)
36x 400GE LC
*Check compatibility tool for optics support NC57-MPA-2D4H

Redefining the Economics of the Internet



Cisco Nexus 400G Switch Portfolio

Nexus 3400-S Nexus 9500 GX Nexus 9500 R Series  Nexus 9000 GX2, GX3

Shipping Shipping Shipping Shipping

Innovium Terralynx Cisco Cloud Scale GX Cisco Cloud Scale GX Broadcom Jericho 2 Broadcom Jericho 2
1RU 32p 400G Switch 1RU 16p 400G Switch 16p 400G Line Card 24p 400G Line Card 24p 400G Line Card
4RU 8-slot Switch 8-slot GX 400G Fabric 8-slot R2 400G Fabric 8-slot R2 400G Fabric
1RU 28p 100G Module Module Module
+ 8p 400G Switch 4-slot GX 400G Fabric
Module

(Compatible with EX/FX
Line Cards & FM-E/FM-E2

*Check TMGmatrix compatibility tool for optics support Fabric Modules)

ACI| — On Cisco Cloud Scale ASICs. NXOS — On Cisco Cloud Scale & Merchant ASICs.




400G Optics Transcelivers Portfolio
Everything from Copper (Grey) to Digital Coherent

DAC Passive (Up to 3m)

AOC (Up to 30m)
SR4.2 MMF

SR8 MMF

DR4

FR4 2km
4x100G FR 2km
4x100G LR 10km
LR8 10km

LR4 10km

Coherent >40km*
* >40km requires amplifiers

‘Availabl

A [
Available
v

Pre-terminated cable, Duplex LC

Pre-terminated cable

<

7

v

Copper

a's s 2

Parallel Multimode Fiber
Duplex Single Mode Fiber
Parallel Single Mode Fiber

Cisco © 2023 Cisco and/or its affiliates. All rights reserved

SR8, 70m/100m (OM3/OM4), MPO16
Form Factor QSFP-DD

Luaobly MPO12 Data Rate 400G
puailabl Duplex LC Electrical Interface Format 8x50Gbps PAM4
\vailabl MPO12 FEC on Host required
— Commercial Temperature
Availabl MPO12
Available LR8, Duplex LC
|Available LR4, Duplex LC

_ 400ZR, ZRP

5m 7m30m 100m500m 2km  10km 40km 80km  Max

Distance



Use Cases
Summary



Summary and Key Differences with Use Cases

Routed Optical Networking for Access and Aggregation

Geography Long Haul, Regional Metro, Regional Metro
Distance 100’sto 1000’s kms 10’s kms Few kms
Network Capacity Thps Thps 100’s of Gbps
DWDM Topology Mesh Mesh, Rings Rings

Logical Topology

Hop-by-hop (Recommended)

Hop-by-hop (Recommended)

Hop-by-hop, Dual homing

Fiber Capacity

Very high (64 @ 400Gbps)

Medium (32 @ 400Gbps)

Low (4/8 @ 400G/200G/100G)

ROADM Type CDC-FS CDC-FS No ROADM or Fixed
DWDM Degrees Medium (9) High (20) Low (typically 2)
Feasible DCO Speeds | <400Gbps (average) 400Gbps 400Gbps

Extended Temp

Not required

Not required

Required for outdoor deployments

Max. depth

No constraints

No constraints

300mm typically

Class C Timing

Not required

Req.for4G/5G

Req.for4G/5G

Note: This table represents what we commonly see in networks. Not RON requirements.

]
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Cisco NG Optical Networking Portfolio

Cisco © 2023 Cisco and/or its affiliates. All rights
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Use Cases
Data Center Interconnect (DCI) and
Metro



DCI Solution Overview

Cloud Optimized

Traffic Growth

Transport Costs

]
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Business Value Solution

& 2%
EEEE <SEE8

DATA CENTER 1 . _' DATA CENTER 2

B8Ee
High bandwidth connectivity
between data centers,
colocation and cloud providers

Flexibility

High
Bandwidth
Short
Distance

Bandwidth

Low
Bandwidth
Short
Distance

Dlstance



Within the Data Center, DCI means DC Fabric overlays enabling inter-data center workload
T d t I D C I mobility. At the data center Edge, DClI means L2/L3 WAN Transport betweendata centers.
ra I IO n a. Optical Transport DCI means to the LO/L1 optical connectivity between data centers over

fiber. Ciscois the only company that offers acomplete, end-to-end solution.

Data DC
Center Fabric
e
e
LT T
T
e

R =
NCS1K/2K NCS1K/2K

=== =
DC Fabric WAN Transport Optical Transport
- Inter-Data Center workload mobility + - InterconnectDCs and Peer with + - Physical Transport
. ACI,EVPN, VXLAN, OTV external networks . Dark fiber or wavelength
. Policy based SLAs for mobility and * MPLS, SR, L2/L3VPN, MACSec . Path protection, encryption over long
elasticity - Transportlevel SLAs haul and metro routes

]
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400G DCO Options for DCI and Metro Transport

Routed Optical Networking (RON) simplifies transport between data centers by removing the transponder layer. Combining the routing and transponder layer removes cost
and complexity from the network, lowering TCO and simplifying operations. The consolidated transport network provides the ability to deliver L1 - L3 services.

Data DC RON RON DC Data
Center Fabric Transport Transport Fabric Center
LT
Srrrrrrrrrressressressresseesseesrecsseenieenteteenss ceenn. ol ... —
o «> ——
Optical Line System
Nexus 9K 8000 + DCO 8000 + DCO  Nexus 9K
T S —— 9
DC Fabric IP Services Optical Services
- Inter-Data Center workload mobility + - Interconnect DCs and Peer with - OTN (Optical Transport Networking)
. ACI,EVPN, VXLAN, OTV external networks . L1 Encryption
. Policy based SLAs for mobility and * MPLS, SR, L2/L3VPN, MACSec . PLE (Private Line Emulation)
elasticity - Transportlevel SLAs

]
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400G DCO Options for DCI and Metro Transport

ZR DCO Optic

Point to Point

Point to Point

Web, Data Center Interconnect,
Non-SP, SP router interconnect

Low Cost

. Lowest cost 400G DCO option for

very simple designs

Short Reach

Up to 30KM for unamplified P2P
links” and “Up to 120KM for P2P
amplified links

S S

<30 km

]
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ZR+ DCO Optic

Data Centric Networks

Data Centric
Web Scale, Data Center

Interconnect

to optimize for cost

Simple Features

Designed for open line systems
that balance power levels and
greenfield deployments

<40 km

Cost Optimized
Essential power and features only

Interconnect, Non-SP/SP Router

S

Bright ZR+ DCO Optic

Long Haul & Brown Field

Transport Centric

Service Providers,
Routed Optical Networking

High TX Power

0dbm for difficult spans; interop
with brownfield transponder &

legacy line systems

Advanced Features

TOF, OTN and L1 Encryption
features, Optical TAM, PLE




Use Cases
Core/Regional Network



Use case: Service Provider

LO (Lambda level)

Public Cloud

Good Fiber availability.
Vast customer base/ Coverage
« Bandwidth Hungry end customers
Longhaul, Metro and Access
Typical Service Provider

coverage
Infrastructure >

(C Office
Cellular InfraA

Opportunity for Network
Grooming and optimization

Alien wave to sweat assets

]
Cisco © 2023 Cisco and/or its affiliates. All rights reserv ed




Nationwide Core Network

Routed Optical Network reduces cost of ownership and improves resiliency

” C [ twercmec | eocesangs |

Large core network Today’s typical node vs. a
comparison Routed Optical Network node:

Presentmode of operation

% 74% less power
has capacity constraints

| | | 58% less rack space

Traditional Routed Optical — _

Design Network $ | 35% CapEx reduction
The capital expense of a @ 57% OpEXx reduction
| Routed Optical Network node
Routed Optical Network can be 55% of the costof
Increases capacity today’s networks
\_ W 4006 M200G M 100G VRN VRN Y.

]
Cisco © 2023 Cisco and/or its affiliates. All rights reserved



Use Cases
Sub Sea
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RON In Subsea

Indigo-West and Indico-Central

Cambodia

= Cisco is the first and only vendor to test on the O N CS 1004 @ 4OOG over 4500 km
N INDIGO West cable which contains two fiber pairs
for 4800km. With typical vendors we could supply Seg m ents

only 18Tbps per fiber, but with Cisco’s NCS 1004
we can now supply 25.6Tbps per fiber”

- Cameron Ferdinands, Principle Architect of S ¢ N CS 1004 @ SOOG OV@I’ 9400 km
2P Singapore to Sydney

IIIIIII

- NCS 2000 line system connects

Q—\j iInto ASN Waveportal

- NCS 2000 for add-drop and

INDIGO-WEST INDIGO-CENTRAL channelized ASE
Singapore to Perth Perth to Sydney _
4600km 4850km - Terrestrial back-haul to DCs.

https://newsroom.cisco.com/press-release-content?type=webcontent&articleld=2008528

]
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https://newsroom.cisco.com/press-release-content?type=webcontent&articleId=2008528

Subsea Use Case

ZR+ coherent pluggable optics in a router or line
system in the CLS can connectto DC(s). An NCS
1004 transponder can also be used.

Metro P2P
protected
links

Singapore
Sydney

ROADM
optical
bypass

4600km

Metro P2P
protected links

4850km

]
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5G xHaul Use Case

Routed Optical Networking for Access and Aggregation

Traffic Optimization with Segment
Routing with built-in sub-50ms protection

Incremental Revenue Services
- Security with Edge Protect

- Physical Security

- Video Surveillance

- Residential & Business Services

Class C Timing options

—— e - Network Slicing
/ @ e ' . Segment Routing for soft (granular) slicing
100G 40%261””6" (f(;ce;en Channel: - Crosswork Network Controller for slice
QSFF; DD DCO SEP+ Non-DCO provisioning and management

Timing, Management

]
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Example Real-World Business Results

National operator with 17.5 million mobile subscribers, 900,000 fixed broadband subscribers,

4200 enterprise customers

$41.1
lllllllll _ Ope)é"l:)g&gn
CISCO
Revenue Annual benefits
$24.6 millions
Opex - Troubleshooting
$5.8

]
Cisco © 2023 Cisco and/or its affiliates.

All rights

I
Cisco Accumulated benefits
S120
B Capex
B Opex-Design
B Opex - Troubleshooting
S90 R
evenue
2 S67.7
S
S $60
3 $43.1
D
1 . 101 9520
Year 1 Year 2 Year 3
K Source: /



https://www.cisco.com/c/dam/en/us/products/collateral/cloud-systems-management/crosswork-network-automation/white-paper-sp-appledore-hierarchical-controller.pdf

Expand the Use Cases

Transportation Education Utility PS High Security

IP+Optical Network IP+Optical Network IP+Optical Network IP + Optical Network
Cisco E2E - 100G Ready Cisco E2E - 400G implemented Cisco E2E — 200G. Cisco E2E — 100G Ready
~200 nodes, 10G services 50 nodes, FlexGrid Deployment on going g ‘11880 kg‘ fibres

° noaes

RON Ready
* 500 circuits

Utilities

Industry 4.0 Education

g Private WAN
Industry 4.0

MegaProjects

MegaProjects

Mega-projects

]
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Routed Optical Networking Tool

]
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v" RON wizard Tool

v" 60 minutes W hiteboard to 80% BOM
v' Metro Networks (120km, no ILA)

Optical Bypass
Hop 2 Hop

v' 8 nodes, 8 degrees/node

Bundles
FCM Licensing, RTU, Smartnet
Output: Excel, PPT

Contact ask-specialist@cisco.com

@ Question: Whatis youraverage # of nodes? Ringor linetopology


mailto:ask-specialist@cisco.com
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ROADM
Degrees

Colorless LT
Add/Drop [ ] [

Optical Bypass uses ROADMS to allow for optical
wavelength Pass-Thru capabilities.

It allows for dynamic colorless directional add/drop 6-
48ch, optical channel spacing flexibility, and the
ability to transport a mixture of wavelength types.

Optical Bypass Equipment:

« NCS2K Optical Transport System

 RON Licensed SMR20 ROADM, Add/Drop units
* Transponders NCS2K 400G-XP, NCS1K Bellatrix
« DCO: Cisco ZR+ Optics

* Routers

@ TIP: top sharepoint at:

1. Identify Network Type: Optical Bypass vs Hop2Hop

Y

MIG Router Digital Coherent
Optic - 400G

Hop2Hop is ROADM-less & Transponder-less OEO
style architecture where Routers utilize DCO Optics,
64ch 75Ghz optical filters, amplifiers each Fiber Span.

This is a flat network architecture to simplify network
deployment, operation and lower costs.

Hop2Hop Equipment:

« NCS1K AMP & Filter

« DCO: Cisco ZR+ Optics
» Routers



https://cisco.sharepoint.com/sites/optical-systems/SitePages/RON.aspx

2. Select Optical Transponders

400G TXP option
400G demands delivered by NCS1K: Bellatrix card

Bellatrix card: is capable of 2x 400G
& is housed in a NCS1K

Bellatrix
JRU <hel NC 31004 NCS1K4-2-QDD
4 slots
400G Xt
400G Mr
100G TXP/MXP option 400G-XP card: is capable of 4x100G
100G demands delivered by NCS2K: 400G-XP card & is housed in a NCS2K
TXP BW 100G 200G Split 200G 300G 400G oo - (). [
TRK IVIOd.E 1x 100G 1x 200G 2x 100G 1x 200G + 1x 100G 2x 200G ,*iﬂ‘ilﬁ: 3
Modulation QPSK 16QAM QPSK 16QAM + QPSK 16QAM iNe SR T T R = S AN ]
100G or 200G 1k
E-NCS2K-100G-UPG2= |[ONS-CFP2-BUN2-SK E-NCS2K-100G-UPG2= [E-NCS2K-100G-UPG2= 1 OOG or 20061}
Bundles ONS-CFP2-BUN2-SK ONS-CFP2-BUN2-5K NCS2015
2023 E-NCS2K-100G-UPG2= 14RU, AC/DC
100G 200G 100G100G 200G100G 200G 200G ||| RON Transport System shelf options
R R 11 SR | o | o | o | »
JEEEaE e - - JEEEREIET | MEmEITIE

]
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@ TIP: leverage NCS2K 400G transponder bundles

NCS2006 : M6
6 RU
AC or DC Power




3. Select Routers

Fixed Modular

8201-32FH

=smsass |2.8Tb: 32x 400GE (16x ZR/ZRP)

8201

EESEEEEEEER=====g: 10.8Tb: 24x 400GE, 12x 100GE
12x 400G ZR/ZRP

NCS-57B1-6D24-

SYS 4.8Tb: 6x 400GE, 24x 100GE
6x 400G ZR/ZRP

NCS-57C3-MOD-SYS

e ————waaa TN B
(— Y " = 1

|_g_m_.-l 4Tb:  5x 400GE, 6x 200G, 8x 100GE

m 5x 400G ZR/ZRP, 3 MPA

N54O 24Q8L2DD—

1Thb:  2x 400GE, 6x 200G, 8x 100GE
2x 400G ZR/ZRP, 3 MPA

- TIP: Compare RON Bundles & no bundles when using 400G ZR optics
'éllsléoll © 2023 Cisco and/or its affiliates. All rights reserved bundlesl the IicenSing makes a big difference'

v_ includes
v' FCM licensing
v' Services

NC-57-24DD
9.6Th: 24x 400GE,
12x 400G ZR/ZRP

e > —— - - s A,
Ridd v
L3 1
e o = e mas ek

5504, 96 ports, 48 ZRP
5508: 192 ports, 96 ZRP
5516: 384 ports, 192 ZRP

8800-LC-36FH
14.4Tb: 36x 400GE,
18x 400G ZR/ZRP

A —

Z=ZzszszzIsIzITE:
|- - - e e -

P L

8808, 288 ports, 144 ZRP
8812: 432 ports, 216 ZRP
8818: 648 ports, 324 ZRP




4. Select Optics

400G Digital Goherent Optics 400G/100G Grey Optics

QDD-400G-ZRP-S is optic replaces QDD-400G-DRA - QSFP-100G-DR -

the Transponder QDD-400G-FR4 - 2km QSFP-100G-FR - 2km
QDD-400G-LR4 - 10km  QSFP-100G-LR - 10km
QDD-4x100G-FR

QDD-4x100G-LR

QDD-400G-AOC

400G 1:1, =1
100G 4:1,=1/4

alvaln @ TIP: Use ZR Friends & Family bundle for 15 ZR optics + the DCO RTUs! Big savings!

CISCO 023 cCisco andior its affiliates. Al rights reserve d







- v" New Bright ZR optic
Year End 400G Promotions v Orderable

Friends & Family Bright ZR+ bundle

60x
dsd 1006

1]

Contact your Cisco Partner, ask about
Order PID: QDD400GZRH-15-BUN
15x Bright ZR+, PID: DP04QSDD-HEO=
60x DCO-RTU

. @ BONUS: DCO RTUs areincluded, BIG
O = ° 4
34% LIST Bundle savings S AVINGS]

]
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ASK: Let us Model your Network

nll lll.
cisco

Products and Services Solutions Support Learn Partners Explore Cisco Search C}

Solutions /| Service Provider [ Converged SDN Transport Cisco Reuted Optical Networking /

« Cisco & Partner Experts available to Assist

Let Us Model Your Network

[ ] St art : Vi rt u al NetWo rk reVi eW’ Q&A ASS eSS me nt, Learn how to make your network more efficient when you transition to Routed Optical Network.
Recommendations

 Medium: On-site Optical, Routing, Optics T v R ——
discovery. Power & Space Recommendations equrea o

Emall Address *

[aimgome@cisco.com

as lik mver and space consumption, overall cost, and

 Advanced: Large Network Review, e ol
Comprehensive report using UPT & On-site Partners S

Company *

Country / Regilon *

First Name *

Significant savings like power and space consumption,
overall cost, and wavelengths consumed will be

reported. Transponder Harvesting recommendations

| would like to receive emall communications about
products & offerings from Cisco & its Affiliates.

Fill out the form to sign up for a request.

fm not & robot

]
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https://www.cisco.com/c/en/us/solutions/service-provider/routed-optical-networking/model-your-network.html?oid=cc003864

Advantages

Fewer devices
Efficient network utilization

Thank You! Traffic protection at single layer
Removes network complexity
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Reduced TCO
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The bridge to possible
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Cisco Routed Optical Networking
named

Most Innovative Routing and
Switching Solution



Recent RFP Response - North American Provider
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Transponder vs Integrated
CAPEX Comparison

Transporder Solution Cest  Integ rated Selution Cest
[gray optics + ZRP + |ZRP aptics)
trans ponders)

W Transparder
B Gray Optics
N 7RP Optics

* Transponder costs based on Cisco RFP
pricing

Transponder vs Integrated
Annual Power Cost
(based on 50.168,/kKW-hr)

Anrua| Power Cost for Annual power cost for Integrated

Transpander Salution Solution

* Compares power consumption of
pluggables & transponder (router
power not included)
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